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Like many of you, I first encountered ChatGPT when it was introduced to the public in late 2022, sparking my
immediate interest (Stojanov, 2023). The potential I saw was enormous; students could use it for conceptual
understanding (Stojanov et al., 2024), content creators to boost creativity (Doshi & Hauser, 2023), and authors with
English as a second or other language (ESOL) for translation (Jiao et al., 2023). As an ESOL writer myself I have faced
the harsh reality of reviewers commenting on my “bad English.” Yet, to be fair, writing with clarity important,
otherwise the message is lost. Enter large language models (LLMs) such as ChatGPT. Now, suddenly, the prospect of
another reviewer commenting on “poor language” seems rather distant—ChatGPT can perfect my writing. However,
this newfound ease presents an unexpected concern: the homogenization of writing.

Many of the authors published in academic journals, including
( ), are not native English speakers. Over the past year I have noticed fewer language issues in the papers I’ve

evaluated as a peer reviewer or associate editor. Presumably, just like me, authors use generative artificial intelligence
(AI) to edit their writing. At the same time, I have noticed a peculiar trend. I have been an associate editor of since
January 2020, and a peer reviewer since 2019, yet I did not encounter words such as “elucidate,” “unravel,” or
“intricate” in submissions prior to 2023/2024. Indeed, they were not frequently used in any academic journals. A
Scopus search for these terms reveals a notable increase in their use between 2023 and 2024, which seems to reflect a
broader pattern of word choice. From my personal experience, these words are the hallmark of ChatGPT writing (and
possibly other LLMs). Indeed, others have noted similar trends (Comas-Forgas et al., 2024). However, it is important to
note that this is not necessarily an indication that authors using these words are relying on AI, or—even if they are—that
AI is writing them. For example, when I input a paragraph in “bad” English, the LLM returns an improved version,
often filled with these hallmark words. It is very likely that these authors are using LLM to polish their text and writing,
just like I do.

I am fully supportive of such use. If anything, this allows for lowering of geographical and linguistic barriers, increasing
equity, and speeding up the progress of science. However, such formulaic writing does raise concerns for me that in the
not-so-distant future a generation will grow up exposed to homogenized writing devoid of linguistic richness (Agarwal
et al., 2024; Vanmassenhove et al., 2021) and form unhealthy ideas about what an “intelligent” text should sound like. Is
it possible that linguistic biases in LLM will reshape our understanding of what is “smart” and “intelligent”? As
Hollywood has influenced beauty standards, could LLMs influence our perception of what constitutes a well-written
text? Might writers feel their work is inadequate if it doesn’t align with these patterns?

Moreover, studies suggest that we are becoming increasingly reliant on AI for decision making, leading us to trust AI-
generated suggestions over our own judgment (Klingbeil et al., 2024; Suresh et al., 2020). In a writing context, when
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faced with a choice between an original sentence and an AI-polished version, we may reason that AI knows better. This
reliance could drive an increasing uniformity in writing, as more individuals adopt AI tools to enhance their work,
resulting in fewer original texts overall (Doshi & Hauser, 2023; Vanmassenhove et al., 2021).

To avoid such scenarios, we as writers need to take responsibility not to blindly accept the paraphrases or translations
that LLMs offer, but to use these as inspiration for ways to amend our writing ourselves. By prioritizing thoughtful
engagement over simple copy-and-paste, we can ensure that our writing remains authentic to our individual voices. It
makes little sense to have a tool that can cut through the noise of unclear language and sharpen our ideas, only to use it
to obscure them with generic phrasing. The true potential of generative AI lies in enabling us to express our voices more
clearly and effectively. Let’s do that.
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